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Transistor-level optimisation of digital cells
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Abstract. Integrated-circuit manufacturers provide libraries of pre-designed digital cells for digital-circuit design.
The transistor-level implementation of the cells is not considered during the design procedure. The cells, such as
buffers, logic gates, adders, flip-flops, etc. are used without modifications wherever needed. For that reason the
cells are not fine-tuned to their unique surrounding conditions in the circuit. This leaves space for cell optimisation
to be used as a tool for achieving arbitrary customisation. This paper describes a case study of transistor-level
digital-cell optimisation. Since the landscape of the cost function used in the process of optimisation proved to be
too noisy, the optimisation runs were performed using a robust global-optimisation method. The results show that
a substantial improvement of cell properties with respect to the manufacturer-supplied pre-designed cells can be
obtained.
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1 Introduction

When designing a digital circuit, the designers work with
pre-designed digital cells or blocks [1], such as buffers,
logic gates, adders, latches, flip-flops, etc. The foundry
usually provides a library of digital cells for every IC
manufacturing process. It is customary that several ver-
sions of every cell are provided along with cell charac-
teristics. Transistor-level simulations [2, 3, 4, 5] do not
take place during the design phase. The circuit response
is calculated using higher-level cell descriptions [6, 7].

In most cases, various versions of a cell share the
same transistor topology. They differ in transistor siz-
ing, usually only in transistor-channel widths. Different
versions of a cell are a result of cell optimisation to dif-
ferent demands. We decided to test a foundry-provided
cell library to verify if it is possible to improve the perfor-
mance of foundry-provided cells. We also wanted to see if
transistor-level cell optimisation makes sense, so that by
automating it in future one could generate arbitrary cells
customised to particular needs of a circuit.

The process of designing a digital Application-
Specific Integrated Circuit (ASIC) [8, 9] starts with a Reg-
ister Transfer-Level (RTL) implementation of the circuit
specifications. The circuit described using a Hardware
Description Language (HDL) is simulated and refined by
the designer until the simulation yields satisfactory per-
formance. The resulting HDL description of the circuit is
then reduced into a gate-level netlist which in turn is opti-
mised until timing constraints are satisfied. The reduction
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and gate-level optimisation are performed by a synthesis
tool using a foundry-provided cell library. The final cir-
cuit is verified before and after the layout is generated.
The synthesis has to be repeated if verification fails.

Our main idea depicted in Fig. 1 is to introduce
transistor-level cell optimisation into the synthesis flow.
Synthesis in step A produces a gate-level netlist of the cir-
cuit and a list of timing constraints for all the cells. Suit-
able cell implementations are selected from the foundry-
provided library. What follows is the proposed optimi-
sation step, which sizes the topologies of selected cells
according to individual timing constraints. Some cells
selected in step A barely fulfil the timing requirements
while others have a broad safety margin. The former ones
can be optimised for speed while the latter ones can be
optimised for power consumption, without affecting the
circuit performance. As a result of optimisation, a cus-
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Figure 1. Introduction of transistor-level optimisation into the
synthesis flow
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tomised cell library could be built. The synthesis in step
B would swap the original cell library with a customised
one. Successful step B would also validate the resulting
design that uses customised cells.

2 Optimisation criterion (cost function)

The cost function (CF) is a measure of a candidate circuit
quality. The better the candidate, the lower the CF value.
By defining CF, the decision as to which circuit is better
becomes clear [10].

The performance of a candidate circuit is evaluated
by means of one or more transient analyses. Properties
that are of interest are: chip area (defined by the transistor
sizing), time domain behaviour (slopes, delays, etc.), and
power consumption.

Each measured property xi contributes a portion to the
CF value. Until property goal gi is not reached, its contri-
bution ci(xi) is proportionate to the violation of the goal.
When the goal is reached or even exceeded, it becomes
negative. The definition is given in Eq. (1).

ci(xi) =

{
ti

gi
(xi − gi) xi ≤ gi

pi

gi
(xi − gi) xi > gi

(1)

Since all properties of interest x = [x1, x2, . . .]T have
to be as low as possible, only one type of contribution
function described in Eq. (1) is sufficient. The value of
CF is a sum of contributions given in Eq. (2).

c(x) =
∑

ci(xi) (2)

CF in Eq. (2) has a global minimum represented in Eq.
(3) that corresponds to optimal circuit parameters wopt.
With different goals gi, trade-offs (ti) and penalty weights
(pi), optimisation can lead to several versions of the cir-
cuit with various tradeoffs between the circuit properties.

c(x(wopt)) ≤ c(x(w)) (3)

By definition, not achieving one of the goals can be
compensated by exceeding others. To make sure that all
the goals are achieved, relation ti ¿ pj has to hold for
each pair i 6= j. Therefore, the CF contribution of a prop-
erty that fails to satisfy its goal has to be significantly
greater than the absolute values of contributions arising
from properties exceeding their goals.

The vector of properties x cannot be determined for
circuit candidates for which the transient analysis fails.
When particular xi is not known, its contribution ci(xi) is
set to some large value cmaxi . Such a candidate produces
a large CF contribution and represents a bad try. The same
goes for candidates for which the transient analysis suc-
ceeds, but the circuit does not behave as expected and one
or more properties cannot be determined (e.g. the output
not having a rising edge where a rising edge is expected).

Auxiliary measurements additionally penalise circuit
candidates that do not perform as expected. They check
particular time points, where the state of the digital circuit
is defined. Auxiliary measurements have large penalty
weights that result in large CF contributions for candidate
circuits that fail to satisfy the goal. On the other hand,
they do not interfere (trade-off weights are zero) if the
candidate behaves as expected. They enforce the correct
response and therefore help the optimisation process.

3 Benchmark circuit

A pre-designed foundry-provided (350nm CMOS pro-
cess) D flip-flop cell depicted in Fig. 2 was used as a
benchmark. It is reasonable to expect that if transistor
level optimisation significantly improves the flip-flop cir-
cuit, it should also improve arbitrary foundry-provided
cells.

The benchmark cell is put into a test-bench circuit
providing input signals, power supply voltage and output
loads. Input slopes, supply voltage, and capacitances vary
from corner to corner.

The input test signals describing the time-domain
measurements are also shown in Fig. 2. Together with
the chip area and power consumption they represent mea-
surements xi that contribute to the cost in Eq. (2).

There were twenty time-domain measurements made.
Besides delays and slopes, the output setup time, input
hold time, recovery time after reset, minimal clock pe-
riod, and minimal reset impulse duration were taken into
account. One delay and one slope are depicted in Fig. 2
for illustration.

The delay was defined as the time from the moment
the input signal reached the 50% level to the moment the
output signal reached the 50% level. The slope was de-
fined as the time it took for the signal to go from 10% to
90% level.

4 Optimisation

Two optimisation runs were performed. In the first run
the goal was to obtain a faster circuit without increasing
the power consumption when compared to the foundry-
provided cell (speed run). In the second run, the goal was
to decrease the power consumption without degrading the
timings (power run).

The original cell properties were used as goals gi.
High penalties pi ensured that all the goals were reached
in both runs. The two runs differed in trade-off weights
ti, which emphasized the speed in the first and the low
power consumption in the second run.

The cell was optimised for various process and operat-
ing condition corners. Combinations of four process cor-
ners (worst power, worst speed, worst one, worst zero),
two temperatures (−25 ◦C, 105 ◦C), two power supply
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Figure 2. D flip-flop (d = data, c = clock, rn = reset, q = out, qn = out)

voltages (3V, 3.6V), two output loads (10fF, 220fF), and
two input-signal slopes (60ps, 4ns) were taken into ac-
count. In addition to these 64 extreme combinations, a
typical corner was added.

Only four critical corners need to be evaluated
to calculate the worst-case cell-property values. For
this reason evaluating the properties over other 61
corners was needless. This reduced the number of
corners to only four: wp/−25 ◦C/3.6V/220fF/4ns,
ws/105 ◦C/3V/10fF/60ps, ws/105 ◦C/3V/220fF/60ps,
and ws/105 ◦C/3V/220fF/4ns. The final results were
verified across all 65 corners.

The independent optimisation variables were transis-
tor channel widths and lengths. The lengths were matched
and resulted in one optimisation variable. The total num-
ber of optimisation variables was 33. The explicit con-
straints were from 400nm to 2µm for the channel widths
and from 350nm to 2µm for the channel lengths. Since
the channel lengths tend to be as small as possible, the
expected final channel length should be equal to the lower

constraint. Contrary to our expectations, this does not
seem to be true for both runs.

Parallel Simulated Annealing with the Differential-
Evolution (PSADE) [11] optimisation method on eight
AMD Athlon 3GHz processors was used. A random
starting point was used and optimisation procedure was
stopped after 150000 CF evaluations.

5 Results

In this section, the foundry-provided original cell proper-
ties are compared to the results obtained with both opti-
misation runs (TABLE 1). The speed column represents
the results of the speed run. All obtained properties are
at least as good as in the original cell. Timing improve-
ments of up to 77% were achieved. Interestingly, a 5.8%
decrease in the power consumption was observed, which
was not expected in the speed run. As expected, the final
channel length is the smallest possible (350nm). To find
the minimum, 149689 CF evaluations were needed. The
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Table 1. D flip-flop optimisation results

property original speed power

area [pm2] 59.1 59.1 48.5

c to q↑ delay [ns] 5.17 2.95 4.19

c to q↓ delay [ns] 6.71 2.78 5.97

c to qn↑ delay [ns] 4.80 2.67 4.76

c to qn↓ delay [ns] 7.27 2.84 6.54

rn to qn delay [ns] 4.19 1.82 3.28

rn to q delay [ns] 6.03 1.60 4.17

c to q↑ slope [ns] 6.49 4.45 6.47

c to q↓ slope [ns] 9.96 2.61 7.88

c to qn↑ slope [ns] 6.41 3.03 6.38

c to qn↓ slope [ns] 9.95 3.11 9.60

rn to qn slope [ns] 6.41 3.03 6.37

rn to q slope [ns] 9.95 2.32 7.77

d↑ to c setup [ns] 1.23 0.625 1.03

d↓ to c setup [ns] 0.984 0.983 0.982

d↑ to c hold [ns] 0.566 0.324 0.548

d↓ to c hold [ns] 0.560 0.325 0.559

rn to c recovery [ns] 1.27 0.665 1.08

min. width of chigh [ns] 1.71 1.54 1.70

min. width of clow [ns] 1.30 0.970 1.30

min. width of rn [ns] 0.811 0.375 0.463

power [pAs] 6.22 5.86 4.96

↑ and ↓ mark rising and falling edge

first circuit candidate that was better than the foundry-
provided circuit was found in the 3285th CF evaluation.

The power column in TABLE 1 summarises the results
for the power run. All the obtained properties are again at
least as good as in the original cell. The power consump-
tion was reduced by 20% while timings improved by up
to 43%. Interestingly, the final channel length was not
the smallest possible (390nm). 121406 CF evaluations
were needed to find the minimum. The first circuit candi-
date that was better than the foundry-provided circuit was
found in the 3398th CF evaluation.

Input capacitances were not taken into account in the
cost function. But since the input-transistor gates be-
came smaller in both runs, the input capacitances also de-
creased.

Only few thousand evaluations were needed to find
the circuit candidate that was better than the foundry-
provided cell in both runs. This means that the majority
of iterations were spent on fine tuning which is usually
achieved with a fast local optimisation method, e.g. [12].

Unfortunately, all attempts to speed up optimisation with
a local method failed. This can be attributed to the harsh
CF landscape [13]. To illustrate this, three cost cross-
sections of CF along three transistor-channel widths are
depicted in Fig. 3.

The numerical noise is clearly seen in Fig. 3. It
is the result of a non-infinitesimal time-step in transient
analysis. By reducing the time-step, the noise becomes
smaller. Regardless of how small the noise was, we did
not succeed in fine tuning the circuit with local optimisa-
tion methods. Therefore, we were forced to rely entirely
on robust global methods. To maintain a sufficient accu-
racy, the time-step still had to be kept fairly small. This
led to long transient-analysis runtimes which resulted in
long optimisation runs. One optimisation run took five
days on eight parallel processors.

6 Conclusion

Pre-designed foundry-provided digital cells represent a
pool of available cells that are not meant to be altered at
the transistor level. A case study described in the paper
shows that a significant improvement can be achieved by
using transistor-level optimisation techniques. The ob-
tained results demonstrate speed improvements of up to
77% without increasing the power consumption. On the
other hand, a 20% reduction in the power consumption
without reducing the speed can be achieved. Using cus-
tom cells optimised to specific demands leads to faster
circuits with a smaller power consumption. To make the
proposed procedure efficient, the transistor-level optimi-
sation should be automatically incorporated into the syn-
thesis tools. Because of the noisy cost function landscape,
long optimisation runs remain the main obstacle. Since
the cell-extraction and synthesis tools were not available
to the authors, the final back annotation to the synthesis
was not done.
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